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Abstract

Classification is a data mining technique used to predict group membership for data instances 
within a given dataset. Classification is considered as an example of supervised learning as 
training data associated with class labels is given as input. This comparative study focuses on 
the application of K-Nearest Neighbors (K-NN), Naive Bayes, and Support Vector Machines 
(SVM) classification techniques in the context of face expression recognition. The study aims 
to evaluate and compare the performance of these techniques in accurately classifying facial 
expressions, their advantages and disadvantages.
Facial expression recognition is an important area in computer vision and emotion analysis. 
It involves identifying and classifying different facial expressions such as happiness, sadness, 
anger, fear, surprise and disgust. Accurate classification of facial expressions is crucial for 
various applications, including human-computer interaction, affective computing and 
psychological research.
K-NN is a non-parametric algorithm that classifies data based on the majority class of its K- 
nearest neighbors. Naive Bayes is a probabilistic algorithm that makes classification decisions 
based on the Bayes theorem and assumes independence between features. SVM is a machine 
learning algorithm that constructs a hyperplane to separate different classes of data.
Dataset such as Affectnet is used to conduct the study including labeled facial expression 
images. Three algorithms are tested on this dataset to evaluate their performance in correctly 
classifying facial expressions. Performance metrics such as accuracy, precision, recall, and F1-
score are used to assess the classification performance of each technique. Software used for 
conducting the experiments is Python.

Keywords: Classification techniques, K-NN (K-Nearest Neighbors), Naive Bayes, Facial 
expression, SVM (Support Vector Machines), Machine learning algorithms.
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Abstract

Deliberative polling has emerged as a promising method for promoting democratic reform 
and citizen engagement in various contexts, however, its potential and limitations in hybrid 
regimes, where democratic governance is challenged by a mix of democratic and authoritarian 
features, remain relatively unexplored. This paper focuses on the case of North Macedonia, 
as a country that has undergone significant political and societal transformation especially in 
the recent years. Despite efforts to promote democratic reforms, the country continues to face 
challenges in terms of ensuring democratic governance and citizen participation. In a hybrid 
regime, like North Macedonia’s, political leaders might not be inclined to value citizens’ 
input, and the media environment might not be free from influence, which limits access to 
varied and reliable sources of information. Civil society organizations may also encounter 
limitations on their operations, and institutional assistance may be insufficient. Additionally, 
the population’s diversity could make it difficult to reach and build trust with citizens. In 
this context, deliberative polling represents an opportunity to engage citizens in meaningful 
political dialogue and institutional reform. This paper examines the potential of deliberative 
polling as a tool for promoting governance in North Macedonia and highlights the challenges 
and limitations faced in this process. 

Keywords: deliberative poll, hybrid regime, authoritarian, democracy. 

1. Introduction 

Democracy around the world is in crisis. In general, the state of democracy world-
wide indicates a lack of progress (Economist Intelligence Unit, 2022). Looking at the 
global picture, 2022 fell short of expectations for democracy, as it was anticipated that 
the lifting of pandemic-related restrictions might result in an improvement in the 
overall score. Both the Freedom House Report 2022 and the Economist Intelligence 
Unit’s Democracy Index (EIU) 2022 indicate that the state of democracy around the 
world is facing significant challenges and setbacks.
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1.	 Introduction 

This study compares the performance of different classification algorithms for 
face expression recognition. Data classification is the process of organizing data 
into categories in such a way that data objects of same group are more similar 
and data objects from different groups are very dissimilar. In the field of machine 
learning, classification is a fundamental task that involves categorizing data into 
different classes or categories based on their features. Classification process is 
divided into two main steps. The first is the training step where the classification 
model is built. The second is the classification itself, in which the trained model 
is applied to assign unknown data object to one out of a given set of class label. 
To build an effective classification model, it is important to select appropriate 
features and perform feature selection to reduce dimensionality and improve 
model performance. 
 This work naturally can be seen as a continuation of another published paper,1 
where we build a Variational Autoencoder to classify face expression emotions. 
Since we are dealing with an (image, label) dataset (AffectNet dataset), we cannot 
use the classical machine learning classification algorithms like kNN, Naive Bayes 
and SVM, because these algorithms require the dataset to be of the form (features, 
label). So, the first step would be to extract a set of features as a representative 
for each image and then use these features to create a new dataset to be fed to the 
classification algorithms. There are a lot of algorithms to extract features from a 
given image (e.g., OpenCV library has SIPT and ORB), but we will use the latent 
space representation of the image as corresponding features. Each image is fed 
to the encoder network, which maps the image to a vector representation. Since 
the Variational Autoencoder is trained to reconstruct the image from the latent 
vector, then this vector holds important and representative information for the 
image, so it can be used as a feature vector.
Performance metrics such as accuracy, precision, recall, and F1 score were 
calculated to assess the models’ ability to correctly classify facial expressions.
Classification algorithms can be applied to various domains and problems, such 
as image recognition, spam detection, sentiment analysis, and medical diagnosis. 
The choice of algorithm depends on the specific problem and the characteristics 
of the data. The results were compared, and the best-performing algorithm was 
selected. 

2.	 Classification algorithms

Classification algorithms are machine learning algorithms that are used to 
categorize or classify data into different classes or categories based on their 
features. These algorithms are trained on labeled data, where each data point is 

1  Bakiasi (Shtino), V.  Muça, M. (2023). Variational Autoencoder for Face Expression Classification. 
https://iipc cl.org/wp-content/uploads/2023/11/ICSNS-XXX.pdf
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associated with a known class label. Once trained, the algorithms can be used to 
predict the class labels of new, unseen data. Some commonly used classification 
algorithms include: Support Vector Machines (SVM), K-Nearest Neighbors 
(KNN), Naive Bayes, Decision Trees, Random Forest, Neural Networks, and 
Logistic Regression.

2.1. Methodology for using classification algorithms (KNN, Naive Bayes, and SVM) 
for face expression classification

1. Data Collection: Collect a dataset of face images labeled with their corresponding 
expressions (e.g., happy, sad, angry, etc.);
2. Data Preprocessing: Preprocess the face images to remove noise, normalize the 
intensity, and extract relevant features. This may involve techniques such as face 
detection, alignment, and feature extraction;
3. Feature Extraction: Extract meaningful features from the preprocessed face 
images;
4. Data Split: Split the dataset into training and testing subsets. The training set 
is used to train the classification models, while the testing set is used to evaluate 
their performance;
5. Model Training: Train the KNN, Naive Bayes, and SVM models using the 
training data. This involves fitting the models to the extracted features and their 
corresponding expression labels;
6. Model Evaluation: Evaluate the trained models using the testing data. Measure 
the performance of each model using appropriate evaluation metrics such as 
accuracy, precision, recall and F1-score;
7. Model Selection: Compare the performance of the different models (KNN, 
Naive Bayes, and SVM) and select the one that performs best for face expression 
classification;
8. Model Deployment: Once a model is selected, it can be deployed to classify the 
expressions of new, unseen face images. This involves applying the chosen model 
to the features extracted from the new images and predicting their expressions;

2.2.	 K-Nearest Neighbors Classification 

K - Nearest Neighbors (K-NN) is one of the simple algorithms in the learning 
algorithm to predict a class in a dataset. Classification of classes on K-NN based 
on the closest neighbor’s distance using Euclidean distance, Minkowski distance, 
Manhattan distance, Cosine distance, Hamming distance. The distance is so 
important for the KNN technique. The most often used distance, is the Minkowski 
distance of order q where q is an integer. Between two data points U = (U1,...,Un) 
and V = (V1,...,Vn), this distance is defined by the following formula : 
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               (1)

It is a generalization of both the Manhattan distance (order q = 1) and the Euclidean 
distance 
(Order q = 2). 
The KNN algorithm is widely used to determine to which class a new data belongs 
to. As shown in Figure 1, the predicted class is typically the class that is the most 
voted in the k nearest neighbors of this data (majority vote of its neighbors).

Figure 1. K-Nearest Neighbors Algorithm.

•	 The K-NN classifier works as follows: 
1. Initialize value of K. 
2. Calculate distance between input sample and training samples. 
3. Sort the distances. 
4. Take top K- nearest neighbors. 
5. Apply simple majority.
      6. Predict class label with more neighbors for input sample. 

2.3. Naive Bayes Classification
A Naive Bayes classifier is a probabilistic machine learning model that is used for 
classification task. The core of the classifier is based on the Bayes theorem: 

                                            (2)

Bayes theorem is used for calculating the posterior probability P(y|X), from P(y), 
P(X), and P(X|y). Where: P(y|X) is the posterior probability of target class ; P(y) is 
called the prior probability of class ; P(X|y) is the likelihood which is the probability of 
predictor of given class ; P(X) is the prior probability of predictor of class. 

Here X represent the features and y is the class to be predicted. The assumption 
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made here is that the features are independent of each other, which means that 
the presence of one particular feature does not affect the other as is not usually 
the case. Hence it is called naive. The features are represented as a vector X = (x1 
, x2 , ..., xn) , and the algorithm takes the form: 

       (3)

We calculate this posterior probability for each class y and then classify the 
sample to the class with maximal posterior probability. 

2.4	 Support Vector Machine Classification
Support Vector Machine is a learning machine algorithm that works on the 
principle of Structural Risk Minimization (SRM) to find the best hyperplane 
(Figure 2) that separates two classes in the input space. 

Figure 2. Hyperplane support vector machine

The objective of the Support Vector Machine (SVM) algorithm is to find a 
hyperplane in an N-dimensional space that distinctly classifies the data points. 
Here for demonstration purposes, we assume the binary classification case, later 
we develop ideas for the case with more than 2 classes. The basic version is the 
Maximal Margin Classifier which supposes that datapoints belonging to different 
classes can be perfectly separated by linear hyperplanes. Given this assumption, 
the algorithm aims to maximize the margin the separates datapoints of different 
classes. 
The generalization of the Maximal Margin Classifier to the non-separable case is 
known as the Support Vector Classifier (SVC). If (B0, B1, . . . , Bp) are the coefficients 
of the separating hyperplane, then a test observation x∗ is classified based on the 
sign of:

f(x∗)=B0 +B1 +B2 +...+Bp                                     (4)

We construct the Support Vector Classifier based on a set of n training observations                        
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x1, x2, . . . , xn ∈ Rp and associated class labels y1, y2, . . . , yn. The SVC hyperplane is 
the solution of the following optimization problem: 

Here e1 , e2 , . . . , en are slack variables that allow individual observations 
to be on the wrong side of the margin or the hyperplane. C bounds the 
sum of the ei’s, and so it determines the number and severity of the 
violations to the margin (and to the hyperplane) that we will tolerate. 
The support vector machine (SVM) is an extension of the support vector classifier 
that results from enlarging the feature space in a specific way, using kernels. 
The non-linear nature introduced in the kernel enables the use of non-linear 
class boundaries, so we can cope with complex non-linear distributions of the 
datapoints. 
The technical details of the SVM models discussed so far assume the binary case, 
where we have only two classes. In our dataset we have 8 different classes so some 
modification of the original algorithm should be used. There are two approaches 
to deal with the multiclass classification. 
•	 One-to-One approach, which breaks down the multiclass problem in to multiple 

binary classification problems. A binary classifier per each pair of classes is used 
so in total we end up with  binary classifiers. In other words, we need a hyperplane 
to separate between every two classes, neglecting the points of the third class. This 
means the separation takes into account only the points of the two classes in the 
current split. 

•	 One-to-Rest approach where the breakdown is set to a binary classifier per each 
class, so the classifier can use k-binary classifiers. In both cases k is the number of 
classes. In the One-to-Rest approach, we need a hyperplane to separate between a 
class and all others at once. This means the separation takes all points into account, 
dividing them into two groups; a group for the class points and a group for all 
other points. 

The SVC algorithm from the library uses the One-to-One approach to implement 
the multiclass classification. 

2.5. Advantages and Disadvantages of K-NN, Naive Nayes, and SVM classification 
techniques
It is important to note that the choice of classification algorithm depends on the 
specific problem and the characteristics of the data. K-NN is suitable for simple 
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implementations and robustness to noise. Naive Bayes is efficient with high-
dimensional data and small training datasets, while SVM is effective in high-
dimensional spaces and can handle large datasets.

Advantages K-NN Disadvantages K-NN
Simple implementation Computationally expensive during testing
No assumptions about data dis-
tribution

Sensitive to the choice of k and distance metric

Handles multi-class classification Requires large memory
Captures complex decision 
boundaries

Not suitable for high-dimensional data

Robust to noisy data Can be affected by imbalanced datasets

Table 1. Advantages and Disadvantages of K-NN

Advantages Naive Bayes Disadvantages Naive Bayes
Simple and computationally ef-
ficient

Assumes independence between features

Works well with high-dimen-
sional data

May struggle with imbalanced datasets

Handles both continuous and 
categorical features

Limited expressive power

Performs well with small train-
ing datasets

Sensitive to irrelevant features

Table 2. Advantages and Disadvantages of Naive Bayes

Advantages SVM Disadvantages SVM
Effective in high-dimensional spaces Computationally expensive during 

training
Handles large feature spaces and datas-
ets

Requires careful selection of kernel 
function and hyperparameter tuning

Robust against overfitting Difficult to interpret results
Captures complex decision boundaries 
using different kernel functions

Sensitive to noisy or mislabeled data

Works well with both linearly separable 
and non-linearly separable data

May struggle with imbalanced datasets

Table 3. Advantages and Disadvantages of SVM
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3.	 Results 

We fit the KNN, Naive Bayes and SVM models to the Affectnet dataset in order 
to evaluate their performance and make a comparative study of their results. The 
K- Nearest Neighbors is fit with k=10, that is 10 nearest neighbors are taken into 
account when evaluating the label for a new test observation x0. Regarding the 
Naive Bayes algorithm, classifiers differ mainly by the assumptions they make 
regarding the distribution of P(xi|y). Naive Bayes learners and classifiers can 
be extremely fast compared to more sophisticated methods. The decoupling of 
the class conditional feature distributions means that each distribution can be 
independently estimated as a one-dimensional distribution. We implement the 
Gaussian Naive Bayes classifier which assumes the likelihood of features to be 
Gaussian: 

                                                (9)

Also, we fit the default Support Vector Classifier from the Python library. Next, 
we show the main classification metrics for each of the algorithms based on the 
dataset derived from the original Affectnet dataset as explained above. 

 
                                 

Figure 3. KNN classification metrics       Figure 4. Naive Bayes classification metrics

                      

Figure 5. SVC classification metrics
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Figure 6. Result accuracy of some classifier on Affectnet database

4.   Conclusions

In conclusion, classification algorithms are powerful tools in machine 
learning for categorizing data into different classes or categories based on 
their features. This study aims to compare the performance of K Nearest 
Neighbors, Naive Bayes and Support Vector Machines in the Affectnet 
dataset, which is a face expression classification dataset. As we said, initially 
we need to extract some features for each image in the dataset before we use 
these classification algorithms. To achieve that, we use the latent space vector 
representation of each image as features and the class label to construct the 
final dataset. Our latent dimension is 128, so we have projected each image 
to a 128 feature vector. Almost all three algorithms have the same accuracy. 
It should be mentioned that we have 8 classes, as shown in the classification 
metrics above (numbered 0 to 7). In this case the random accuracy would 
be 100% / 8 = 12.5%, so the accuracy improvement is huge. Also, the state of 
the art algorithms perform in this accuracy region for this dataset. Since the 
accuracy is almost identical, 64% for the KNN and Naive Bayes model and 
65% for the SVC model, we can observe the differences in the classification 
metrics within each class. The Support Vector Classifier model has almost 
the best f1-score for each class, which translates in a slightly better overall 
accuracy. F1-score is a metric computed from precision and recall as, so it 
is a more complete indicator of accuracy. It is important to note that the 
choice of classification algorithm depends on the specific problem and the 
characteristics of the data. K-NN is suitable for simple implementations and 
robustness to noise, Naive Bayes is efficient with high-dimensional data 
and small training datasets, while SVM is effective in high-dimensional 
spaces and can handle large datasets. Different algorithms have different 
assumptions and approaches, and their performance can vary depending on 
the dataset and the task at hand.By understanding their principles, strengths, 
and limitations, we can effectively apply them to solve real-world problems 
and make accurate predictions.
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